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A inteligéncia artificial passou a ocupar papel central em
produtos, plataformas e servicos digitais. Em paralelo, a
Autoridade Nacional de Protecdo de Dados (ANPD) sinaliza que o
uso de IA e tecnologias emergentes estara entre os focos
prioritarios de sua atuacgéo regulatéria nos proximos anos.

Nesse contexto, o desafio das empresas de tecnologia ndo esta
apenas em inovar, mas em estruturar uma governanca que
permita demonstrar controle, transparéncia e responsabilidade
no uso de dados pessoais. Este material foi elaborado para
apoiar essa avaliagdo, oferecendo um roteiro pratico que
conecta tecnologia, LGPD e expectativas regulatorias para 2026-
2027.

Uso de IA no produto ou
servico

Antes de avaliar riscos, é fundamental entender onde a IA esta
presente e qual o seu impacto. Solucdes de recomendacéo,
moderacéo, scoring ou automacéo decisoria podem gerar efeitos
relevantes sobre os titulares, mesmo quando a intervencéo
humana ainda existe.

‘/ A empresa utiliza IA, machine learning ou automacéo
decisdria em seus produtos ou servigos?

@ A IA influencia decisdes que afetam usuarios, clientes
ou terceiros?

[:J‘/ 0O uso da IA esta documentado e conhecido pelas
areas juridica e de tecnologia?




Dados utilizados e
.
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A analise regulatéria comeca pelos dados. O uso
de dados pessoais — especialmente sensiveis ou
de criancas e adolescentes — exige cuidados
adicionais e tende a estar no foco da fiscalizacéo.

@ A solucdo utiliza dados pessoais para treinamento
ou operagao?

@ Ha uso de dados sensiveis ou de criancgas e
adolescentes?

@ A origem dos dados é conhecida e documentada
(coleta direta, terceiros, bases publicas)?

Dica pratica: auséncia de controle sobre datasets é
um dos principais pontos de risco em IA.

Finalidade e base legal

No contexto da IA, a definicdo clara de finalidade
e base legal é essencial. Finalidades genéricas ou
desalinhadas ao uso real da tecnologia podem
comprometer a conformidade. Sem
rastreabilidade dos dados, a empresa ja falha na
primeira analise da ANPD.

@ As finalidades do uso da IA estao claramente
definidas e documentadas?

@ Esse uso esta alinhado a expectativa legitima do

usuario e ao funcionamento real do produto?
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Governanca sobre
datasets e modelos

A ANPD tende a avaliar se a empresa conhece e controla seus
modelos, e ndo apenas se os utiliza. Isso envolve governanca
sobre dados, treinamento e atualizacédo dos algoritmos.

Atencdo: Para a ANPD, “usar IA de terceiro” ndo elimina a
responsabilidade sobre os dados e as decisdées do modelo.

‘/ A origem dos dados de treina'?nen'to esta
documentada?

‘/ Existem critérios para selecédo,excluséo e atualizagao
dos datasets?

[:J‘/ Sao avaliados vieses, erros ou riscos discriminatorios
T nos modelos?

Transparéncia e informacao
ao titular
A transparéncia é um pilar da LGPD e ganha relevancia quando

ha decisbes automatizadas. O desafio é informar sem
comprometer a complexidade técnica ou segredos comerciais.
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@ As informacdes fornecidas sdo claras e compativeis
com o funcionamento real do produto?

\/ A politica de privacidade reflete adequadamente o
[:J uso de IA?

Decisoes automatizadas

Garantir direitos na pratica € um dos focos centrais da
ANPD. No uso de IA, isso inclui a possibilidade de
questionar decisdes automatizadas e solicitar revisdo
humana.

[z Existe canal estruturado para exercicio dos direitos
dos titulares?

@ Ha procedimento para contestacgdo e reviséo
humana dessas decisbées?

[z Os fluxos internos para esse atendimento estédo
definidos e operacionais?
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O Relatoriomde Impactg 3 os (RIPD) é um
instrumento ré S 2s dewJA, espe ia_l_mente em

contextos de ino

Dica pratica: A_ANF me oS
antes do problema acontecer, ndo justificativ HN\ e\

um incidente.
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‘/ Foi avaliada a necessidade de Relatoério de Impacto a \ i

Protecao de Dados? \

- : — . \ A
@ Os riscos aos direitos e liberdades dos titulares forar@‘ ‘

mapeados?

p
@ Medidas de mitigacao foram definidas e A
implementadas?

Seguranca da informacao
aplicada alA

A seguranca deve abranger ndo apenas os dados, mas também
os modelos, integracdes e fornecedores envolvidos na solucéo.

‘/ Medidas técnicas e organizacionais adequadas
foram implementadas?




@ Ha plano de resposta a incidentes envolvendo
dados e IA?

@ Fornecedores e terceiros sdo avaliados sob a
otica de protecgéo de dados?

Estrutura organizacional

A maturidade regulatéria passa pela definicdo
clara de responsabilidades e pelo envolvimento
das areas certas nas decisdes estratégicas.

‘/ As responsabilidades sobre dados e IA estao
I I claramente definidas?

[z O DPO participa das decisdes relevantes
relacionadas a privacidade e IA?

@ As decisOes estratégicas sdo registradas e
auditaveis?

Dica pratica: Quando nédo ha responsavel
definido, a ANPD entende que a governanca
falhou, mesmo que a tecnologia funcione bem.
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A conformidade em IA é dindmica. Mudangas no
produto, nos dados ou no modelo exigem reavaliacdo
constante.

J A solucéo de IA é monitorada apds entrar em
[ l producéo?

‘/ Mudangas relevantes passam por nova avaliagéo
juridica e técnica?

|«| A governanca é revisada periodicamente?

Dica pratica: Um modelo que muda sem reavaliagdo de risco é
visto como tratamento de dados fora de controle, mesmo que
o0 codigo seja o mesmo.
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Conclusao

A adocdo de solucdes baseadas em IA amplia a capacidade de
inovacdo das empresas de tecnologia, mas também aumenta a
responsabilidade sobre o uso de dados pessoais e os impactos
gerados aos titulares. No cenario regulatorio de 2026 e 2027, a
IA deixa de ser apenas uma escolha téchica e passa a exigir
governancga, avaliacdo de riscos e integracao entre tecnologia,
juridico e estratégia.

Buscamos apresentar pontos de atencao que auxiliam empresas
de tecnologia a avaliar seu nivel de maturidade no uso de
inteligéncia artificial sob a otica da LGPD e das prioridades
regulatorias da ANPD.

Para aprofundar a analise, esclarecer duvidas ou estruturar uma
governanca adequada ao modelo de negécio, a equipe Assis e
Mendes permanece a disposi¢gdo para orientar sua empresa de
forma alinhada as exigéncias regulatorias e as particularidades
de cada operacéo.
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AGENDE UMA Y
REUNIAO
Abra as portas para uma nova era com um

parceiro estratégico que vai ajudar a
desbloquear o potencial de sua empresal
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